Time-Resolved Linewidth Enhancement Factors in Quantum Dot and Higher-Dimensional Semiconductor Amplifiers Operating at 1.55 μm
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Abstract—We report time-resolved measurements of the linewidth enhancement factors (α-factors) $\alpha_{\text{e}}$, $\alpha_{\text{CH}}$, and $\alpha_{\text{TPA}}$, associated with the adiabatic carrier recovery, carrier heating, and two-photon absorption dynamical processes, respectively, in semiconductor optical amplifiers (SOAs) with different degrees of dimensionality—one InAs/InGaAsP/InP quantum dot (0-D), one InAs/InAlGaAs/InP quantum dash (1-D), and a matching InGaAsP/InGaAsP/InP quantum well (2-D)—all operating near 1.55-μm wavelengths. We find the lowest $\alpha_{\text{e}}$ values in the QD SOA, 2–10, compared to 8–16 in the QW, and values of $\alpha_{\text{CH}}$ and $\alpha_{\text{TPA}}$ that are also lower than in the QW. In the QD SOA, the α-factors exhibit little wavelength dependence over the gain bandwidth, promising for wide-bandwidth all-optical applications. We also find significant differences in the α-factors of lasers with the same structure, due to the differences between gain changes that are induced optically or through the electrical bias. For the lasers we find the QW structure instead has the lower α-factor, having implications for directly modulated laser applications.
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I. INTRODUCTION

The linewidth enhancement factor, or α-factor, is an important parameter describing the performance of semiconductor lasers and amplifiers in high speed applications. For example, it is a measure of linewidth broadening and chirp in directly modulated lasers [1]–[3], and of the strength of phase effects in semiconductor optical amplifiers (SOAs) in optical signal processing schemes [4]. Low-α-factor directly modulated lasers would enable implementation of high-bit-rate transmitters with a simple architecture in fiber-optic communications networks. Additionally, SOAs with a low α-factor are desired for minimizing chirp and phase nonlinearities during amplification of short pulses. However, in an SOA a large α-factor may also be desired, for example to maximize the modulation efficiency in a cross-phase-modulation based all-optical signal processing device.

Recently, quantum dot (QD) amplifiers have attracted much attention for high-speed applications. This is because the symmetrical nature of their theoretically delta-function-like density of states provides the potential for low or near-zero α-factors [5]. In addition they can have faster gain recovery times and reduced ultrafast transients [6]. QD amplifiers working in the 1.55-μm wavelength window are of particular interest as they could make possible low-α-factor directly modulated laser sources which could be used for optical transmitters in high-speed telecommunications networks.

There have been a number of reports of α-factor measurements in QD lasers operating in the 1.0–1.3-μm wavelength range, a summary of which can be found in [5]. The lowest α-factor recently reported was a value near zero in a tunnel injection QD laser in [7], but generally the values reported have been in the range of 1–3. Values increased up to 10 or greater for high bias currents in some cases however, and additionally they were found to vary with photon energy over the gain bandwidth, and to depend significantly on the energy level structure of the QDs. A few studies comparing the α-factor between QD and quantum well (QW) lasers also found QD laser α-factors to be both lower [8], [9] and higher [10] than those in QW lasers.

The variations in the reported α-factors are partially a result of the influences of the multiple nonlinear processes involved in the gain-index coupling. It is well known, for example, that in a laser the effect of spectral hole burning (SHB) in addition to adiabatic changes in carrier density population result in both “adiabatic” and “transient” chirp terms [11]. However, carrier heating (CH) and two-photon absorption (TPA) are nonlinear processes which additionally have a significant effect on the gain-index response. Thus, a more complete understanding of the α-factor...
in a device can be attained if the $\alpha$-factor can be broken down into values for each of these nonlinear processes [11]. Such a break-up of the $\alpha$-factor enables one to extract the $\alpha$-factor components from ultrashort gain and phase measurements in an SOA. This is because in an SOA the material responses can be directly probed in the absence of cavity feedback effects. Despite the many reports referenced above that quote effective $\alpha$-factors in QD lasers, there have been only a few measurements of the $\alpha$-factor in QD SOAs [12]–[15], and to our knowledge only one report of a measurement of time-resolved $\alpha$-factors, in a bulk SOA [4]. Furthermore, there have been no reports, to our knowledge, on the $\alpha$-factor in InP-based QD lasers and amplifiers operating in the important telecommunications wavelength range. In this paper we present such a report, by giving an analysis of the time-resolved $\alpha$-factors obtained from 150-fs-resolution heterodyne pump probe measurements in our InP-based QD SOA operating near 1.55-$\mu$m wavelengths, as well as in a QDash and matching QW SOA [6]. Additionally, we compare the SOA $\alpha$-factors to laser $\alpha$-factors measured in QD and QW lasers with the same structure.

II. THE TIME-RESOLVED $\alpha$-FACTORS

The $\alpha$-factor is defined in a semiconductor gain medium as the change in the real part of the susceptibility $\chi_r$ per change in carrier density $N$ divided by the associated change in the imaginary part of the susceptibility $\chi_{im}$ per change in carrier density $N$. This is also equivalent to $4\pi/\lambda$ times the change in the effective refractive index of the optical mode $\nu$ divided by the associated change in the net modal gain coefficient $g$:

$$\alpha = \frac{d\chi_r}{dN} = -\frac{d\chi_{im}}{dN} = -\frac{4\pi}{\lambda} \frac{4\pi \Delta n}{\Delta g} = -2 \frac{\Delta \phi}{L} \Delta g,$$

Here, $\lambda$ is the vacuum wavelength of the light, $L$ is the device length, and the phase change $\Delta \phi$ is associated with the index change $\Delta n$ according to $\Delta n = \lambda \Delta \phi/(2\pi L)$. To obtain time-resolved $\alpha$-factors, the index changes $\Delta n$ and resulting chirp $\Delta \nu$ in a laser or amplifier can be more generally described by a sum of changes due to each nonlinear effect [4], [11]

$$\Delta \nu = -\frac{v_g}{\lambda} \Delta n = \frac{v_g}{4\pi} \left[ \alpha_{cr} \Delta \nu_{cr} + \alpha_{CH} \Delta \nu_{CH} + \alpha_{SHB} \Delta \nu_{SHB} + \alpha_{TPA} \Delta \nu_{TPA} \right].$$

(2)

In (2), $v_g$ is the photon group velocity, and each $\alpha$-factor term is determined from the gain changes $\Delta g$ and index changes $\Delta n$ due to its corresponding nonlinear process, using (1)

$$\alpha_{cr} = -\frac{4\pi}{\lambda} \Delta n_{cr}, \quad \alpha_{CH} = -\frac{4\pi}{\lambda} \Delta n_{CH},$$

$$\alpha_{SHB} = -\frac{4\pi}{\lambda} \Delta n_{SHB}, \quad \alpha_{TPA} = -\frac{4\pi}{\lambda} \Delta n_{TPA}.$$  

(3)

The $\Delta g$ and $\Delta n$ terms with subscript “$cr$” are the gain and index changes due to only adiabatic changes in carrier density alone, and the terms with subscript “CH”, “SHB”, and “TPA” are the changes due to each of the carrier heating, spectral hole burning, and two-photon absorption processes alone, respectively. Note that the quantities $\alpha_{cr}$ and $\alpha_{CH}$ are the same as $\alpha_N$ and $\alpha_T$ in [4] and [11]. We employ degenerate heterodyne pump-probe measurements of the gain and refractive index to obtain the time-resolved components of the gain and index changes in (3). Conventional measurements involving DC or RF modulation of the electrical bias are limited to obtaining transient and adiabatic “effective” $\alpha$-factors on time scales dictated by the system electrical bandwidth and the large-signal modulation speeds. Pump-probe measurements, on the other hand, facilitate extraction of the temporal behavior of the $\alpha$-factor over subpicosecond timeframes, and under the condition of optical excitation, of prime importance for high bit-rate ($\geq 100$ Gb/s) all-optical signal processing. These time-resolved $\alpha$-factors can then be used as parameters for models of SOA dynamics, like those in [11], [16], and [17], for all-optical signal processing applications at 1.55-$\mu$m wavelengths. In particular, our heterodyne setup, with its 150-fs resolution and degenerate-wavelength pump and probe, allows us to resolve the CH, SHB, and TPA processes which evolve over a $\sim$1 ps time frame, at the exact wavelength of the pump excitation. Our measurements here represent an improvement over the 3-ps-resolution nondegenerate-wavelength measurements of the time-resolved $\alpha$-factors reported previously in [4].

III. SAMPLES AND EXPERIMENT

The details of the sample structures, and of the heterodyne pump-probe setup used to perform the dynamics measurements, can be found in [6]. The QD SOA is a p-i-n ridge-waveguide diode consisting of five stacked layers of self-assembled InAs dots, grown in InGaAsP barrier layers on an exactly oriented (100) InP substrate by chemical beam epitaxy (CBE). It has a ridge width of 2 $\mu$m, a length of 1 mm, and its facets are anti-reflection (AR) coated. The QW SOA structure is as similar to the QD SOA as possible to allow for our comparative study, having identical cladding layers and doping, but containing five InGaAsP compressively strained quantum wells in place of the InAs dot layers. The QDash (dash-in-a-well) structure consists of five layers of InAs quantum dashes embedded in AlGaInAs quantum wells separated by AlGaInAs barriers, all grown on an InP substrate. The sample has a 5 $\mu$m ridge width, and is 1 mm in length. All three devices have their peak gain near 1550 nm, as can be seen from their amplified spontaneous emission (ASE) spectra (Fig. 1). We have also estimated that the QD structure has its ground state (GS), first excited state (ES1), second excited state (ES2), and third excited state (ES3) at 1665 nm, 1620 nm, 1580 nm, and 1535 nm, respectively [6] (Fig. 5 inset), and that the sum of the inhomogeneous and homogeneous broadening at 300 K for each level is $\sim$24 meV ($\sim$49 nm).

The laser source in the pump-probe experiments is a Ti:sapphire-pumped optical parametric oscillator (OPO) generating nearly Fourier-limited 150 fs pulses at a repetition rate of 76 MHz (spectrum also shown in Fig. 1). The degenerate heterodyne pump-probe experiments provide simultaneous measurement of the amplitude and phase dynamics with 150 fs resolution in the SOAs. For the measurements in all three samples, the pump and probe beams were TE-polarized, and in each case the pump pulse energies entering the waveguides.
The amplitude and phase changes due to the perturbation of the pump pulses are then obtained by convolving the impulse responses (4) and (5) with the pump pulse photon density, \( S_{pump}(t) \), under the assumption that the gain and phase change linearly with the pump photon density (i.e., assuming small-signal perturbative changes) [18]. This assumption is justified for our relatively weak 1-pJ pulse energies that are \( \sim 1/5 \) of the saturation pulse energies.

The pump-probe experiments however give the gain changes \( \Delta G_{\text{IB}}(\tau) = 10 \log(T/T_0) \) and phase change \( \Delta \phi(\tau) \) of the probe pulses as a function of pump-probe delay \( \tau \) however, therefore, this result must be further convolved by the normalized probe photon density \( S_{\text{probe}}(t) \). Furthermore, the probe pulses are a scaled replica of the pump pulses, therefore \( \Delta G_{\text{IB}} \) and \( \Delta \phi \) can be equivalently obtained by convolving (4) and (5) with the normalized autocorrelation of the laser pulses, \( R_S(\tau) \), as long as (4) and (5) are scaled by the integral of the pump pulse photon density \( S_0 \):

\[
\Delta G_{\text{IB}}(\tau) = 10 \log \left( \frac{T(\tau)}{T_0} \right) = 10 \log(e) \Delta g L \\
= h_{\text{amp}}(\tau) S_0 \ast R_S(\tau) \label{eq:6}
\]

\[
\Delta \phi(\tau) = h_{\text{ph}}(\tau) S_0 \ast R_S(\tau) \label{eq:7}
\]

where

\[
R_S(\tau) = \left[ \int_{-\infty}^{\infty} S^2(t) dt \right]^{-1} \int_{-\infty}^{\infty} S(t) S(t + \tau) dt \quad \label{eq:8}
\]

\[
S_0 = \int_{-\infty}^{\infty} S_{\text{pump}}(t) dt. \quad \label{eq:9}
\]

The amplitude coefficients and time constants \( a_i \) and \( \tau_i \) in (4) and (5) can now be adjusted to fit \( \Delta G_{\text{IB}} \) and \( \Delta \phi \) in (6) and (7) to the pump-probe data. The \( \alpha \)-factor can then be calculated from \( \Delta G_{\text{IB}} \) and \( \Delta \phi \) using (1) and (6):

\[
\alpha = -\frac{2 \Delta \phi}{L \Delta g} = -20 \log(e) \frac{\Delta \phi}{\Delta G_{\text{IB}}} \quad \label{eq:10}
\]

and thus the components of the \( \alpha \)-factor for each nonlinear physical process can be calculated from the coefficients to the terms in (6) and (7), by using (3),

\[
\alpha_{\text{cr}} = -20 \log(e) \frac{a_{\text{crp}}[\text{rad}]}{a_{\text{crp}}[\text{dB}]}, \\
\alpha_{\text{CH}} = -20 \log(e) \frac{a_{\text{CHp}}[\text{rad}]}{a_{\text{CHp}}[\text{dB}]}, \\
\alpha_{\text{inst}} = -20 \log(e) \frac{a_{\text{inst}}[\text{rad}]}{a_{\text{inst}}[\text{dB}]} \label{eq:11}
\]

Here, the values \( a_i[\text{dB}] \approx 10 \log(a_i + 1) \) are the dB values of the linear-scale amplitude and phase coefficients quoted in [6]. Since there is no SHB term in the phase response, henceforth \( a_{\text{SHB}} = 0 \).
We now provide detailed and separate analysis of each \( \alpha \)-factor component obtained from our three SOAs, to investigate the effects of increasingly higher dimensionality in the active region. Fig. 2 shows \( \alpha_{\text{TPA}} \), \( \alpha_{\text{CH}} \), and \( \alpha_{\text{inst}} \) calculated from the data points measured in the three samples using (11), plotted versus bias current normalized to the transparency current (\( I/I_{\text{tr}} \)). Also shown in the figure are the \( \alpha \)-factor curves interpolated to all bias currents, calculated from smoothing spline fits to the measured amplitude and phase coefficient data points. The pump-probe measurements were performed at 1620 nm (ES1) in the QD SOA, and at 1560 nm in the QDash and QW SOA, near the gain peak in each device. The transparency currents \( I_{\text{tr}} \) for the QD, QDash, and QW samples at these wavelengths were 40 mA, 23 mA, and 15 mA, respectively.

We find the QD SOA has a lower \( \alpha \)-factor compared to the QW in all cases, as well as compared to the QDash in all cases except for \( \alpha_{\text{CH}} \), making it the most promising for high-speed all-optical signal processing applications. The \( \alpha_{\text{TPA}} \) values in the QD SOA are in the range 2–10, compared to 5–12 in the QDash, and 8–16 in the QW. These QD \( \alpha_{\text{TPA}} \) values at ES1 are about a factor of 2 larger than those reported at the GS in the 1.1-\( \mu \)m InGaAs/GaAs QD SOA in [12]. \( \alpha_{\text{TPA}} \) also shows a consistent increasing trend with bias current in all three SOAs, similar to the findings in [4], [12], [13]. This is attributed to the fact that at high bias current, the gain changes saturate, but the phase changes do not [6].

The values of \( \alpha_{\text{CH}} \) are fairly constant above transparency, \( \sim 3 \) in the QD SOA, \( \sim 4.5 \) in the QW, and \( \sim 2 \) in the QDash, also slightly larger than values previously measured in bulk SOAs (2 in the AlGaAs bulk SOA in [15], and 0.7 in [4]). The large variations in \( \alpha_{\text{CH}} \) below transparency we attribute to a changing of the CH process from free-carrier absorption (FCA) heating to stimulated transitions (ST) heating. In the QDash and QW SOAs, ST heating causes the CH coefficients \( \alpha_{\text{CH}} \) and \( \alpha_{\text{CHp}} \) to cross zero and change sign (a switch from carrier heating to carrier cooling) at low bias currents (see [6]). Furthermore, the zero-crossings of \( \alpha_{\text{CH}} \) and \( \alpha_{\text{CHp}} \) do not occur at exactly the same bias current—in both the QDash and QW SOA \( \alpha_{\text{CH}} \) crosses zero at a higher current than \( \alpha_{\text{CHp}} \). This causes the CH \( \alpha \)-factor \( \alpha_{\text{CH}} \) to have an asymptote and take on negative values between the \( \alpha_{\text{CH}} \) and \( \alpha_{\text{CHp}} \) zero-crossings, as observed in Fig. 2(b). This finding has an important implication for reducing chirp effects in lasers, and for reducing phase transients in ultrafast all-optical applications: if a material can be engineered to exhibit carrier cooling for certain bias currents and operating wavelengths, the material can then be made to have zero CH phase transients, or even negative CH phase transients which act to reduce the net transients induced by the other physical processes. Note that we also believe the effects of ST heating are similarly responsible for the variations in \( \alpha_{\text{CH}} \) in the QD SOA below transparency, but because \( \alpha_{\text{CH}} \) and \( \alpha_{\text{CHp}} \) do not change sign, the variations are less pronounced.

The values of \( \alpha_{\text{inst}} \), determined from the coefficients of the instantaneous terms in the impulse response fits, are caused by a combination of two generally indistinguishable effects, TPA and coherent effects [21]. We observe an \( \alpha_{\text{inst}} \) which is close to \( -1 \) in all samples above transparency (\( \sim -0.5 \) for the QD SOA, \( \sim -1 \) for the QDash, and \( \sim -1.5 \) for the QW), but which varies significantly below transparency. We know that \( \alpha_{\text{TPA}} \) due to two-photon-absorption effects alone should be a constant however, since it is by definition proportional to the ratio of the TPA coefficient \( \beta_2 \) and the Kerr coefficient \( n_2 \) [22]

\[
\alpha_{\text{TPA}} = \frac{4\pi n_2}{\lambda \beta_2}.
\]

Thus, we attribute the variations in our measured values of \( \alpha_{\text{inst}} \) in Fig. 2 to the presence of coherent artifacts.

Since the coherent artifacts are a result of the probe signal being influenced by the carrier density grating induced in the medium from the coherent interference of the pump-probe pulses [21], [23] (neglecting higher order effects, since the slope of the gain spectrum is low over the bandwidth of the pump light for our experiments performed near the gain peaks),
they should be negligible at transparency however. Therefore, we can find the value of $\alpha_{\text{TPA}}$ defined in (12) with coherent effects removed by taking the value of $\alpha_{\text{inst}}$ at transparency (i.e., $I/I_{\text{ir}} = 1$)

$$\alpha_{\text{TPA}} \equiv \alpha_{\text{inst}}(I_{\text{ir}}).$$ (13)

We thus find $\alpha_{\text{TPA}} \approx -2.5$ for the QW SOA, $-1.5$ for the Qdash SOA, and $-0.5$ for the QD SOA.

An additional matter regarding the instantaneous dynamic which is of concern for ultrafast signal processing, and has been previously discussed in the literature, is the temporal offset between the peaks of the amplitude and phase responses near zero delay [4]. Previous studies of the temporal offset were limited to a resolution of $>1$ ps, and were unable to resolve the delay between the instantaneous TPA dynamics. Here, we find that the peak of the instantaneous dynamic in the amplitude and phase traces occur offset in time with respect to each other by a value $\Delta t_{\text{TPA}} = \tau_{\text{amp, min}} - \tau_{\text{ph, min}} \approx \pm 0.2$ ps. Fig. 3 shows examples of the amplitude and phase ultrafast transients measured in the QD and QW SOAs around zero pump-probe delay, together with their fits. TPA peak offsets of $\Delta t_{\text{TPA}} \approx -0.1$ to $-0.2$ ps are observed in the absorption regime, and $+0.1$ to $+0.2$ ps in the gain regime. These offsets occur because the sharp step changes in the gain and phase occur simultaneously with the instantaneous dynamic and cause its peak to shift to 50–100 fs before (for a positive step) or after (for a negative step) the zero delay point. An offset between the amplitude and phase peaks thus occurs in the absorption and gain regimes because these steps are opposite in sign, but at transparency the delay should be zero.

The TPA dynamic offsets have an impact on the instantaneous $\alpha$-factor; because of the temporal offset, the $\alpha$-factor that is actually manifested around zero pump-probe delay can deviate from the values of $\alpha_{\text{inst}}$ plotted in Fig. 2(c). This is important to consider when modeling the phase dynamical effects in XPM-based all-optical signal processing devices for example, since the magnitude of the instantaneous phase response may be less than that predicted by the values of $\alpha_{\text{inst}}$ calculated without considering the offset, and since the offset would translate to a timing jitter [4]. The effect is also important for optical communication applications, because the temporal nature of the pulse chirp induced by the phase transients impacts the associated dispersion penalty of the link. The dispersion penalty is heavily influenced by the magnitude of the chirp and the position in time within the pulse where it takes place.

Table I summarizes the values measured for $\alpha_{\text{cr}}$, $\alpha_{\text{CH}}$, and $\alpha_{\text{TPA}}$ together with values previously reported in the literature, as well as the values measured for $\Delta t_{\text{TPA}}$ and the recovery times for the associated physical processes, $\tau_{\text{cr}}$, $\tau_{\text{CH}}$, and $\tau_{\text{SHB}}$.

B. Time-Evolution of the Net $\alpha$-Factor, $\alpha(\tau)$

To further understand the effect of the instantaneous dynamic offset, and to analyze the actual net gain-phase coupling observed in a ultrafast switching device in the first few picoseconds of pump-signal delay, we also plot the time-dependence of the net $\alpha$-factor $\alpha(\tau)$, calculated from the net changes in gain and index as a function of pump-probe delay $\tau$

$$\alpha(\tau) = -20 \log(e) \frac{\Delta \phi(\tau)}{\Delta G_{\text{db}}(\tau)}.$$ (14)

$\alpha(\tau)$ is calculated directly from the pump-probe trace data, in the same manner as in [4], [12], and is plotted in Fig. 4 for both the QD and QW SOAs. The plot shows $\alpha(\tau)$ in the time window covering the short-lived CH, SHB, and TPA transients (0–3 ps), and also the window covering the long-lived carrier recovery (3–500 ps).

In the absorption regime, because the instantaneous amplitude response has its minimum before the phase response (a negative $\Delta t_{\text{TPA}}$), $\alpha(\tau)$ has a zero crossing followed by an asymptote in both samples, and thus there is a time window where $\alpha(\tau)$ changes sign and has a very large magnitude. In the absorption regime the magnitude of $\alpha(\tau)$ is also larger than $\alpha_{\text{inst}}$ around
no asymptote, and is reduced in magnitude because of the large phase step.

Following the effects of the instantaneous transients in the time window $-0.25 < \tau < 0.25$ ps (these values depending on the width and shape of the pump pulses), $\alpha(\tau)$ increases towards the value of $\alpha_{cr}$, and then settles upon this value once the CH dynamic recovers. Further following this, during the time of the long-lived recovery of the carrier population, $\alpha(\tau)$ should be constant with a value equal to $\alpha_{cr}$, unless the amplitude and phase recovery times $\tau_{cr}$ and $\tau_{crp}$ are not equal.

In the QD SOA, in the gain regime ($\tau_{cr} \equiv \tau_{gr}$, $\tau_{crp} \equiv \tau_{grp}$) $\alpha(\tau)$ in fact increases to values $>20$ as the carrier population recovers [Fig. 4(b)], because $\tau_{grp}$ is slightly larger than $\tau_{gr}$ ($\tau_{grp} \approx 100$ ps, $\tau_{gr} \approx 80$ ps [6]). In the absorption regime ($\tau_{cr} \equiv \tau_{ar}$, $\tau_{crp} \equiv \tau_{arp}$) however, the differences in the recovery times are not large enough to cause a significant change in $\alpha(\tau)$ ($\tau_{arp} \approx 575$ ps) thus $\alpha(\tau)$ remains constant. In the QW, interestingly, the behavior is different: in the gain regime $\tau_{gr}$ is larger ($\tau_{gr} \approx 450$ ps, $\tau_{gr} \approx 500$ ps) causing $\alpha(\tau)$ to increase, and in the absorption regime $\tau_{grp}$ is larger ($\tau_{arp} \approx 2100$ ps, $\tau_{gr} \approx 1500$ ps) causing $\alpha(\tau)$ to decrease. An increase in $\alpha$-factor during the carrier population recovery was observed in [13], however the reason for the differences in the recovery times is not well understood.

The results of Fig. 4 also confirm that because $\alpha_{cr}$, $\alpha_{CH}$, and $\alpha_{inst}$ are lower in the QD SOA compared to the QW, the net $\alpha$-factor $\alpha(\tau)$ at any pump-probe delay within the $\tau < 3$ ps time window is significantly lower in the QD. This indicates significant advantages for high-speed optical communications networks and signal processing applications. When used to amplify signals in optical networks, our QD amplifier would induce less chirp and result in a smaller dispersion penalty. XGM-based signal processing schemes using our QD amplifier would also operate with reduced chirp effects, and the distortions to the

Table I: Summary of measured $\alpha$-factor quantities

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Unit (ps)</th>
<th>QD$^a$</th>
<th>QDash$^b$</th>
<th>QW$^a$</th>
<th>Literature Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{laser}$</td>
<td>--</td>
<td>5–10</td>
<td>--</td>
<td>2.5–5</td>
<td>QD, QW: 0–60 [5] and references therein</td>
</tr>
<tr>
<td>$\alpha_{cr}$</td>
<td>--</td>
<td>2–10</td>
<td>5–12</td>
<td>8–16</td>
<td>Bulk: 3–12 [4], 7–11 [29], 3–9 [30], 5 [15]</td>
</tr>
<tr>
<td>$\tau_{cr}$</td>
<td>ps</td>
<td>560–80</td>
<td>760–290</td>
<td>1500–500</td>
<td>QD: 0.5–8 [12], -0.5–1 [14], 0–3 [24]</td>
</tr>
<tr>
<td>$\Delta g_{Cr, eff}$</td>
<td>ps/cm</td>
<td>800–25</td>
<td>1000–100</td>
<td>1300–400</td>
<td>--</td>
</tr>
<tr>
<td>$\alpha_{CH}$</td>
<td>--</td>
<td>3–2</td>
<td>2</td>
<td>4.5</td>
<td>Bulk: 0.7 [4], 1.5 [29], 2 [15]</td>
</tr>
<tr>
<td>$\tau_{CH}$</td>
<td>ps</td>
<td>1</td>
<td>2–1.25</td>
<td>1–0.75</td>
<td>--</td>
</tr>
<tr>
<td>$\Delta g_{CH, eff}$</td>
<td>ps/cm</td>
<td>1.2–2</td>
<td>10–6</td>
<td>0.5–3.2</td>
<td>--</td>
</tr>
<tr>
<td>$\alpha_{TPA}$</td>
<td>--</td>
<td>0.5</td>
<td>-1.5</td>
<td>-2.5</td>
<td>Bulk: 3 [4]</td>
</tr>
<tr>
<td>$\gamma_{gr}$</td>
<td>ps/cm</td>
<td>-2–4</td>
<td>-15–6</td>
<td>-15–9</td>
<td>--</td>
</tr>
<tr>
<td>$\gamma_{rid}$</td>
<td>ps/cm</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25–0.1</td>
<td>--</td>
</tr>
<tr>
<td>$\gamma_{gcr}$</td>
<td>ps/cm</td>
<td>1.3–1.2</td>
<td>4–1.5</td>
<td>1.8–0.3</td>
<td>--</td>
</tr>
<tr>
<td>$\gamma_{gr}$</td>
<td>ps</td>
<td>0.1–0.2</td>
<td>0.1–0.2</td>
<td>0.2–0.1</td>
<td>--</td>
</tr>
</tbody>
</table>

Ranges of values given are the values from low bias currents (absorption) to high bias currents (gain). The literature values are categorized into measurements made on bulk, QW, or QD SOAs; ps means picosecond. $^a$ values reported in this work, measured with $\sim$1 pJ pump pulse energy.

Fig. 4. Instantaneous net $\alpha$-factor, $\alpha(\tau)$, versus pump probe delay $\tau$, calculated from the pump-probe data in the QD SOA (a), (b), and the QW SOA (c), (d), for different normalized bias currents $I/I_{tr}$. (a), (c) show the $\alpha(\tau)$ curves in the time window when the instantaneous and CH transients are occurring, and (b), (d) show the curves in the time window when only the carrier population is recovering. Separate measurements were needed to measure the two different time windows and the discontinuities at 3 ps are due to imperfect matching of the conditions.
switching window due to the CH, SHB, and instantaneous transients, which come into play at bit rates approaching 1 THz, would be less severe.

C. Effective $\alpha$-Factor

We can now conclude that the time-resolved net $\alpha$-factor $\alpha(\tau)$ is dominated largely by the effects of the carrier density changes, i.e., by $\alpha_{cr}$, since it was found in Section IV-B that $\alpha(\tau)$ is near zero in the time period $\tau < 0.25$ ps, and is still smaller than $\alpha_{cr}$ for $\tau < 3$ ps. This has implications for the behavior of the effective $\alpha$-factor. Defining the effective, or steady state $\alpha$-factor as the ratio of the total time-integrated phase change to the total time-integrated gain change

$$\alpha_{\text{eff}}(\tau) = -20\log(e) \frac{\int_{-\infty}^{\infty} \Delta \phi(\tau) d\tau}{\int_{-\infty}^{\infty} \Delta G_{\text{dB}}(\tau) d\tau}$$

$$= -20\log(e) \frac{\Delta \phi_{\text{eff}}}{\Delta G_{\text{dB,eff}}}$$

(15)

we can define effective $\alpha$-factors for each of the individual non-linear physical processes as done in (11). In fact, since the recovery times of each nonlinear process are approximately the same in the amplitude and phase responses, the effective $\alpha$-factors are approximately the same as those in (3) and (11), i.e.,

$$\alpha_{\text{cr,eff}} \approx \alpha_{cr}, \alpha_{\text{CH,eff}} \approx \alpha_{\text{CH}}, \text{ and } \alpha_{\text{TPA,eff}} \approx \alpha_{\text{TPA}}.$$  

The approximation is reasonably valid since after performing the integrations in (15) we find that $\alpha_{\text{cr,eff}}$ is at most 30% different from $\alpha_{cr}$.

These effective $\alpha$-factors then give the steady state total index change and chirp, by taking the sum of the products of each effective $\alpha$-factor and its corresponding steady-state (time-integrated) gain change $\Delta g_{i,\text{eff}}$, similar to as in (2)

$$\Delta \nu_{\text{eff}} = -\frac{v_g}{\lambda} \Delta n_{\text{eff}}$$

$$\approx \frac{v_g}{4\tau} [\alpha_{cr} \Delta g_{cr,\text{eff}} + \alpha_{\text{CH}} \Delta g_{\text{CH,eff}} + \alpha_{\text{TPA}} \Delta g_{\text{TPA,eff}}]$$

(16)

where

$$\Delta g_{i,\text{eff}} = \frac{1}{10\log(e)L} \int_{-\infty}^{\infty} \Delta G_{\text{dB}}(\tau) d\tau.$$

(17)

It is readily apparent, however, that the $\alpha_{\text{cr,eff}} \Delta g_{cr,\text{eff}}$ term will be dominant, since the time integral of the carrier recovery gain change will be much larger due to its much longer lifetime. Table I also shows the values of the time integrated gain changes for each of the nonlinear processes in our devices, calculated from the fits to the pump-probe data. Looking at the values we see that the gain change due to carrier heating is at least 100 times less than that due to carrier density changes in the QW SOA, and at least 12 times less in the QD. Also $\alpha_{cr}$ is on average $\sim$2 times larger than $\alpha_{\text{CH}}$ (see Fig. 2), therefore $\alpha_{\text{CH,eff}} \Delta g_{\text{CH,eff}}$ will be at least 20 times less than $\alpha_{\text{cr,eff}} \Delta g_{cr,\text{eff}}$. Furthermore the time integral of the instantaneous TPA gain change is simply equal to the value of $\alpha_{\text{TPA}}$,

thus it is also comparable to the CH change in magnitude. Thus, we find that the carrier recovery gain change is the dominant nonlinear effect producing steady-state index changes and chirp in our SOAs, i.e., that $\alpha_{\text{eff}} \approx \alpha_{cr}$, and therefore

$$\Delta \nu_{\text{eff}} = -\frac{v_g}{\lambda} \Delta n_{\text{eff}} \approx \frac{v_g}{4\tau} [\alpha_{cr} \Delta g_{cr,\text{eff}}].$$

(18)

This result also suggests that the $\alpha_{cr}$ values should be comparable to the $\alpha_{cr}$ values obtained from electrical-modulation measurements on lasers below threshold, since the bias modulation frequencies in the majority of these measurement techniques (for example the Hakki–Paoli or AM/FM techniques) are typically less than $1/\tau_{cr}$. We address this issue further in Section V, where we compare the $\alpha_{cr}$ values measured above with measurements in lasers performed with the Hakki–Paoli method.

D. Spectral Dependence of $\alpha_{cr}$, $\alpha_{\text{CH}}$, and $\alpha_{\text{TPA}}$

The $\alpha$-factor in QD amplifiers is also believed to potentially vary significantly over the bandwidth of the gain spectrum [8]–[10], [12], [14], due to the excited states creating an asymmetry in the gain spectrum. To study the wavelength dependence of the $\alpha$-factor in our QD amplifier, we have measured the amplitude and phase dynamics and calculated $\alpha_{cr}$, $\alpha_{\text{CH}}$, and $\alpha_{\text{TPA}}$ as done in Section IV-A at five additional wavelength points within the device gain spectrum. The results are plotted in Fig. 5. The measurements were performed over the same bias current range, 0–150 mA, at each wavelength point, however the transparency current $I_{tr,\lambda_i}$ increased as the wavelength was decreased. Although the $\alpha$-factors varied significantly at each wavelength for the same current, we find that once each curve is plotted versus $I/I_{tr,\lambda_i}$, the differences amongst the curves become small (within ±40%), over a wavelength range covering the ground state and the first two excited states. This result suggests that $\alpha_{cr}$, $\alpha_{\text{CH}}$, and $\alpha_{\text{TPA}}$, plotted as a function of modal gain are relatively unchanging over the gain spectrum, and indicates a large performance bandwidth for our 1.55-$\mu$m QD SOA.

Reports of $\alpha$-factors in 1.1- and 1.3-$\mu$m QD SOAs, although lacking studies of $\alpha$ versus normalized bias or modal gain, appear to still show a larger dependence of $\alpha_{cr}$ on wavelength [12]. We believe that the $\alpha$-factors in our QD SOA structure are less wavelength dependant because of the “blurring” together of the GS and ES energy levels, due to our QD material’s smaller energy level spacings (~21 meV) and a total homogeneous and inhomogeneous broadening (~24 meV) that is greater than the level spacing [6]. On the other hand we believe that the close proximity of the excited states and large broadening is also the reason for the relatively larger $\alpha$-factor values compared to lower wavelength GaAs-based QDs [10], [12].

V. LASER $\alpha$-FACTOR

The $\alpha$-factors in an SOA determined via pump-probe measurements reveal the material gain-index response under optical excitation, and are important for predicting chirp effects in short-pulse amplification, and phase responses in a switching
measured in the matching QD and QW laser samples using the Hakki–Paoli method, versus normalized bias current. Measurements were at the same wavelengths as for $\alpha_{cr}$ in Section IV-A (1560 nm in the QW, 1620 nm in the QD). In the QD the $\alpha_{\text{Laser}}$ values were only measured at six points and the solid line is a guide to the eye. Inset: Fabry–Perot mode wavelength shift $\Delta \lambda(I)$ measured in the QW laser (blue dots), and quadratic fit to the values above threshold (green solid line) which are the shifts due to thermal effects only, i.e., $\Delta \lambda_T(I)$.

Fig. 6. $\alpha_{\text{Laser}}$ measured in the matching QD and QW laser samples using the Hakki–Paoli method, versus normalized bias current. Measurements were at the same wavelengths as for $\alpha_{cr}$ in Section IV-A (1560 nm in the QW, 1620 nm in the QD). In the QD the $\alpha_{\text{Laser}}$ values were only measured at six points and the solid line is a guide to the eye. Inset: Fabry–Perot mode wavelength shift $\Delta \lambda(I)$ measured in the QW laser (blue dots), and quadratic fit to the values above threshold (green solid line) which are the shifts due to thermal effects only, i.e., $\Delta \lambda_T(I)$.

device. It is also important however to characterize the $\alpha$-factor in lasers, since the $\alpha$-factor is also an important indicator of chirp effects and linewidth broadening for directly modulated lasers in optical communications systems. How similar the $\alpha$-factors are between lasers and SOAs of the same structure remains in question however, because of the differences in the modulation mechanism (optical versus electrical) [13], [24], and the differences between “material” and “device” $\alpha$-factors [25]. For example, the relaxation oscillations created by the presence of laser action are known to greatly influence the nature and magnitude of the chirp [2], [3].

To address this question, we have also performed measurements of the $\alpha$-factor in QD and QW laser samples, which have the same structure as the SOAs (a ridge width of 2 \( \mu \)m, and a cavity length of 1 mm), but have facets as-cleaved, without AR coatings. The $\alpha$-factors in these laser samples were measured using the commonly used Hakki–Paoli method, i.e., from measurements of the laser emission spectra for different applied constant-wave (CW) electrical biases below the lasing threshold [26]. Fig. 6 plots the values of $\alpha_{\text{Laser}}$ calculated from the measurements. The lowest bias currents used in the measurements were $I/I_{\text{TR}} = 0.67$ (10 mA) in the QW, and $I/I_{\text{TR}} = 1$ (40 mA) in the QD, because below these currents, the Fabry–Perot fringes become indistinguishable from the noise. Lasing occurred at $I/I_{\text{TR}} = 2$ (30 mA) in the QW, and the maximum bias applied to the QD laser was $I/I_{\text{TR}} = 5$ (200 mA). No lasing was observed in the QD for constant-wave currents up to $I/I_{\text{TR}} = 5$ (lasing occurred only with pulsed current at 180 mA).

$\alpha_{\text{Laser}}$ is obtained by measuring the net modal gain coefficient $g$, and the wavelength-shift of the peak of the Fabry–Perot modes $\Delta \lambda$, from the laser emission spectra, as a function of the bias current, and by using the equation [26]

$$\alpha_{\text{Laser}} = -\frac{4\pi}{\lambda} \frac{dn}{dN} \frac{dN}{dg} \frac{d\Delta \lambda_N(I)}{dI} = -\frac{2\pi}{\delta \lambda L} \frac{d\Delta \lambda_N(I)}{dg(I)} \frac{dg(I)}{dI} \frac{d\lambda_N}{dI}$$ (19)

where $\delta \lambda$ is the wavelength spacing between neighboring Fabry–Perot modes, and $\Delta \lambda_N(I)$ is the wavelength-shift of the modes due to carrier density changes only (i.e., with the shift due to changes in temperature, $\Delta \lambda_T$, removed). The mode shifts due to changes in temperature were accounted...
for by measuring the shift of the fringes due to only thermal
effects above threshold, \( \Delta \lambda_T(I) \), and subtracting the values of \( d\Delta \lambda_T/dI \) from the slopes of the total shifts \( d\Delta \lambda(I)/dI \) below threshold, as described in [26]. The values of \( \Delta \lambda(I) \) that were measured are plotted in the inset of Fig. 6. The values of \( \Delta \lambda(T) \) were taken to be zero at the lasing threshold (indicated by the arrow in the figure), and the values of \( \Delta \lambda_T(T) \) are the values of \( \Delta \lambda(I) \) in the QW sample in the 30–70 mA bias-current range, and fit well to a quadratic (green solid line in Fig. 6 inset). The quadratic fit to \( \Delta \lambda_T(T) \) was then extrapolated down to 10 mA and up to 200 mA to calibrate out the thermal effects in the QW and QD samples below threshold. The values of \( \Delta \lambda_T(I) \) were assumed to be the same in the QD and QW samples, as their structures are matching. The diode resistances \( R(I) \) were confirmed to be equal through I-V measurements.

In the QD laser, \( \alpha_{\text{laser}} = 5 \cdot 10 \) in the bias range \( I/I_{\text{T}} = 1 \). We note that above bias currents of \( I/I_{\text{T}} = 2 \) the error in \( \alpha_{\text{laser}} \) increases as a result of the extrapolation of \( \Delta \lambda_T(T) \) to high currents, however a general increasing trend at high bias can still be inferred from the measurements. These \( \alpha_{\text{laser}} \) values are higher than what has been typically found in GaAs-based QDs using the same technique. This again suggests that the close-spacing of the ES levels in our 1.55-\( \mu \)m QD laser results in a higher \( \alpha \)-factor compared to lower-wavelength QD lasers.

The behavior of \( \alpha_{\text{bass}} \) in the QD structure relative to the QW is also quite different from what was found in the SOAs. The values for the QW laser seen in Fig. 6 in the range \( I/I_{\text{T}} = 0,67 \) are \( \alpha_{\text{bass}} = 2,5 \), which are significantly lower than the \( \alpha_{\text{T}} \) values found for the QW SOA in Section IV-A in the same current range. \( \alpha_{\text{bass}} \) in the QW laser is also lower than in the QD laser, particularly at high bias, in contrast to the finding in Section IV-A that \( \alpha_{\text{T}} \) is higher in the QW SOA. Furthermore in the QW the values of \( \alpha_{\text{bass}} \) have a decreasing trend instead of an increasing trend. These \( \alpha_{\text{bass}} \) values in fact are in the range more typically found in QW lasers using the same technique [9], [26]–[28].

The large differences between \( \alpha_{\text{laser}} \) and \( \alpha_{\text{T}} \) confirm there is a disparity between \( \alpha \)-factors measured in lasers and SOAs. We believe the dissimilarities result from the differences in the carrier modulation mechanism (electrical bias modulation versus optical gain modulation) [13] and [24], and differences in the measurement technique. \( \alpha \)-factors that are lower under electrical modulation than under optical modulation agree with the findings in [13] and [24]. We believe the differences in the carrier modulation mechanism can cause differences in the \( \alpha \)-factor for a number of reasons:

- The pump pulses change the carrier population non-uniformly along the length of the waveguide, since the pump intensity exponentially decays or grows as it propagates, whereas in the bias modulation case the carrier population is changed homogeneously along the length of the waveguide.

- The carrier density changes caused by the pump pulses occur in a spectral region covering their broad 30 nm bandwidth, whereas \( \alpha_{\text{T}} \) is calculated using data averaged only over a \( \sim 2 \) nm range.

This disparity between the SOA and laser \( \alpha \)-factors has important implications for directly modulated laser applications. Our QD structure shows a lower \( \alpha \)-factor as an all-optical device, but a higher \( \alpha \)-factor as an electrically modulated laser, indicating that our QW structure may instead provide for lower chirp and better high-speed performance as a directly modulated laser. Further study of the differences between the gain-index coupling under electrical and optical modulation conditions are needed to better understand the cause for the differences between the SOA and laser \( \alpha \)-factors, and to clarify how much of a role the dissimilarities between the measurement techniques, and the difficulties associated with the CW Hakki–Paoli measurements, play in causing these differences.

VI. CONCLUSION

We have reported measurements of the time-resolved linewidth enhancement factors \( \alpha_{\text{cr}}, \alpha_{\text{CH}}, \) and \( \alpha_{\text{TPA}} \) in a zero-dimensional InAs/InGaAsP/InP QD structure operating near 1.55-\( \mu \)m-wavelengths, and have compared them to one-dimensional QDash and matching two-dimensional QW structures also operating at this wavelength. These \( \alpha \)-factors broken down into values for each nonlinear effect are important for use in modeling of the phase dynamics and chirp in all-optical signal processing devices, and for assessing the performance of directly modulated lasers in optical communications systems.

We have found \( \alpha_{\text{cr}} \) values which are the lowest in the QD SOA (\( \alpha_{\text{cr}} = 2-10 \)), and the highest in the QW (\( \alpha_{\text{cr}} = 8-16 \)), confirming that the 0-D QD structure provides for the lowest \( \alpha \)-factor due to its more symmetrical delta-function-like density of states, \( \alpha_{\text{cr}} \) also consistently increases with increasing bias, in agreement with past findings.

The \( \alpha \)-factors for the ultrafast processes of CH and TPA were also lower in the QD compared to the matching QW. The value of \( \alpha_{\text{TPA}} \) was different from \( \alpha_{\text{inst}} \), and was isolated from the influence of coherent effects by taking the value of \( \alpha_{\text{inst}} \) at the transparency current. Also, at high biases the net \( \alpha \)-factor the device actually exhibits around zero delay is lower than \( \alpha_{\text{TPA}} \) and \( \alpha_{\text{inst}} \), because of the temporal offset of the amplitude and phase responses, and the additive effects of the long-lived step change. Lower ultrafast \( \alpha_{\text{CH}} \) and \( \alpha_{\text{TPA}} \) factors at biases above transparency show that our QD device can provide for improved chirp performance and reduced phase transients when biased in the gain regime in ultrahigh-speed all-optical applications incorporating bit-rates approaching 1 THz. Also, in a narrow window of low bias currents our QDash and QW structures exhibited zero and negative \( \alpha_{\text{CH}} \) values, due to the presence of carrier cooling, indicating the possibility of low-chirp performance and
reduced ultrafast phase transients in these structures under certain conditions.

Examination of the net $\alpha$-factor $\alpha(\tau)$ also found that the effects of ultrafast carrier heating and TPA on the effective $\alpha$-factor are relatively small. As such the effective steady state $\alpha$-factor is dominated by long-lived carrier density changes, i.e., $\alpha_{\text{eff}} \approx \alpha_{\text{cr}}$. This implies that for low bit-rate ($< 1$ GHz) or CW applications the $\alpha$-factor is dominated by $\alpha_{\text{cr}}$.

Our 1.55-μm QD amplifier does not have an ultralow $\alpha$-factor as seen in some other 1.1-1.3-μm or tunnel-injection QD structures however. This may be ascribed to its relatively close energy level spacing (on the order of the total inhomogeneous and homogeneous broadening). On the other hand the $\alpha$-factor values show little wavelength dependence over the QD gain spectrum. Thus, these InAs/InGaAsP/InP QDs maintain their high-speed performance properties over a wide bandwidth. This broader-bandwidth capability is an important additional enhancement over QW structures.

It is also important to note however that there are large variations in $\alpha$ as a function of bias current, stressing the fact that the phase effects of a laser or SOA device cannot be quantified by quoting a single $\alpha$-factor value. Often the minimum low-current $\alpha$-factor only is quoted, but since many applications require operation at high bias where the $\alpha$-factor may be significantly larger, such a practice would result in underestimation of the chirp penalties in an operational system.

Finally, we found that the $\alpha$-factor values measured in matching laser structures were significantly different from the pump-probe SOA $\alpha$-factors. In the lasers the values in the QD ($\alpha_{\text{las}} = 5-11$) were higher than in the QW ($\alpha_{\text{las}} = 3-4.5$). Thus, it is evident from this study that the value of the $\alpha$-factor depends on whether the device is modulated electrically or optically. Because of these differences, our QD structure as an SOA shows a lower $\alpha$-factor than the QW, but as a laser it shows a higher $\alpha$-factor. This indicates the QW structure could still provide for lower chirp and better high-speed performance as a directly modulated laser.

These results highlight that lower chirp, reduced phase transients, and broader bandwidth performance in all-optical applications can be achieved by moving to InP-based QDs at 1.55-μm wavelengths. It is also evident however that further improvements in the high-speed performance of these QDs can come from future work on such things as engineering of the energy level structure and introducing tunnel injection, as well as further study of the effects of electrical versus optical gain modulation.
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